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CHARACTERISTIC EQUATION

Let ‘A’ be a given matrix. Let A be a scalar. The equation det [A- A I]=0 is called the
characteristic equation of the matrix A.

1. Find the Characteristic equation of A =[(14) (2 3)]

A=z 3)

Solution: The Characteristic equation of A is |A — AI| =0 ie. 22 — D;A+ D, =0 Where D, = Trace of A
& D, =|A|. Therefore D; =4 & D, =-5 implies that 22 —41—5 = 0.

1 0 3
2. Find the Characteristic equation of A = (2 1 —1)

1 -1 1
Solution: The Characteristic equation of A is |A —AI| =0 ie., 43> — D, 224+D,A—D, =0 Where D, =
Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A| ~ D, =3 & D, =-1&

D; = —9 impliesthat 2> — 34*—-21+9=0.

EIGEN VALUE

The values of A obtained from the characteristic equation |A- A I|=0 are called the Eigen
values of A.

EIGEN VECTOR



Let A be a square matrix of order ‘n” and A be a scalar, X be a non- zero column vector such
that AX = AX.

X4
X2

The non-zero column vector X = | : | which satisfies [A —AI]X = 0 is called eigen vector or latent

xn

vector.

LINEARLY DEPENDENT AND INDEPENDENT EIGEN VECTOR

Let ‘A’ be the matrix whose columns are eigen vectors.

(i) If |JA|=0 then the eigen vectors are linearly dependent.

(i1) If |JA|=10 then the eigen vectors are linearly independent.

1. Find the eigen values and eigen vectors of



-2 2 -3
A= ( Z i —6)
=1 —Z 0

Solution: The Characteristic equation of A is |A—AI| =0 i, A2*— D, A*4+D,A—D;= 0

Where D, = Trace of A , D,=Sum of the minors of the major diagonal elements & D, =|A4|

~Dy = 18 & D, = 45 & D;=0 implies that 2*—18 A2+451=0.
A= -3,-3,5 are the eigen values

To find eigen vector : By the definition we have AX=41X 1, (A—-ADX=0

-2-2 2 -3\ /%1 0
(5 E)-0)- o
=1 -2 =1/ \X3 0
CASE (I) : When A=-3 | Substituting in (1) we get
X, +2x,—3x3=0:2x;, +4x, —6x; =0, —x; —2x, +3x; =0

X

0
Solving using cross multiplication rule % e % =k = If 2, =0 thenX; = (3)

2
CASE (i1) : When A=35 | Substituting in (1) we get

—7x1 + 2x2 — 3X3 =0: 2x1 e 4x2 = 6x3 = 0, =X sz = Sx:; =0

1
Solving using cross multiplication rule XT’ = x?z = f—i =k = If 1, =0 thenX, = ( 2 )

e |
0 0 1
The eigen vectors are x; = (3);x2 = (3);x3 = ( 2 )
2 2 -1

Since the eigen values are repeated the eigen vectors are linearly dependent.



011
2. Find the eigen values and eigen vectorsof A = (1 0 1)
110

Solution: The Characteristic equation of A is |4 —AI| =0 ie, A*— D, A2+D,A—D; = 0. Where
D, = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A|

0 0 i S |
1 1 1 ol

A= —1,—1,2 are the eigen values

“Dy=0 & D, = (1)|+ (1)|+ —3 & D;=|A| =2 implies that 2* —31—2=0

To find eigen vector : By the definition we have AX=AX i, (A—-ADX=0

0-1 1 1 X1 0
==| 1 0-1 3 | X2)=10| - ()
1 1 0— A/ \X3 0

1 1 1\/™ 0
CASE (I) : When A=-1 _ Substituting in (1) we get (1 1 1) (xz) = (0)
1 1 15\ 0

All the three equations reduce to one and the same equation x;+x; +x3 =0
~ Two of the unknowns, say x; and x, are to be treated as free variables. Taking x; =1 and x, =0,

we get x; = —landtaking x; =0and x, =1, weget x3 =—1.

1 0 -
x= (o Janaxe=(1)
-1 -1

-2 1 1 Xy 0
CASE (i1) : When A=2  Substituting in (1) we gel( 1 -2 1 )(Xz) = (0)

1 X =2
—2x1+ X+ x3=0, X3 —2x,+x3=0; x34+x, —2x3=0

Solving using cross multiplication rule = = ?2 ==

1 0 1
The eigen vectors are X; = ( 0 ); X, = ( 1 ) and X; = (1)
=1 o | 1

Though two of the Eigen values are equal, the Eigen vectors are X1,X2,X3 are linearly
independent.

NOTE:

(1) The Eigen vector corresponding to an Eigen value is not unique.



(i) If all the Eigen values of a matrix are distinct, then the corresponding Eigen vectors are
linearly independent.

(iii) If two or more Eigen values are equal, then the Eigen vectors may be linearly
independent or linearly dependent.

PROPERTIES OF EIGEN VALUES AND EIGEN VECTORS:

Property 1: (1) The sum of the Eigen values of a matrix is equal to the sum of the elements
of the principal diagonal (trace of the matrix). i.e., A1+ A2+ A3=al 1+a22+a33

(i1)The product of the Eigen values of a matrix is equal to the determinant of the matrix. i.e.,
AL A2 A3=|A]

Property 2: A square matrix A and its transpose « have the same Eigen values.

Property 3: The characteristic roots of a triangular matrix are just the diagonal elements of
the matrix.

Property 4: If A is an Eigen value of a matrix A, then 1/ A, (A=!0) is the Eigen value of A-1

Property 5: If A is an Eigen value of an orthogonal matrix A, then 1/ A, (A=!0) is also its
Eigen value.

Property 6: If A,,4,,4;,..4,, are the Eigen values of a matrix A, then A™ has the Eigen
values AT, A%, AT, ... A} (m being a positive integer)

Property7: If 244,45, A5,... 4, are the Eigen values of a matrix A, then kA,, kA, kA5, ... k4, are the Eigen
values of the matrix KA.

Property 8: Property7: If 44,45,43,...4,, are the Eigen values of a matrix A and if K is a scalar then

A —K, A, — K, A3 — k, ... A, — k are the Eigen values of the matrix A-KL

Property 9: The Eigen values of a real symmetric matrix are real numbers.

Property 10: The Eigen vectors corresponding to distinct Eigen values of a real symmetric
matrix are orthogonal.

Property 11: The similar matrices have same Eigen values.

Property 12: Eigen vectors of a symmetric matrix corresponding to different Eigen values
are orthogonal.

Property 13: If A and B are nxn matrices and B is a non singular matrix then A and B-1AB
have same Eigen values.

Property 14: Two Eigen vectors X1 and X2 are called orthogonal vectors if X1TX2=0



Property 15: If A,,4,,4;,..4, be distinct Eigen values of a n X n matrix then corresponding Eigen

vectors X;, X; X3,X,,... X;, form a linearly independent set.

Note: The absolute value of a determinant (|detA|) is the product of the absolute values of the
eigen values of matrix A.

c =0isan eigen value of A if A is a singular (noninvertible) matrix

- If A'isa n x n triangular matrix (upper triangular, lower triangular) or diagonal matrix,
the eigen values of A are the diagonal entries of A.

- A and its transpose matrix have same eigen values.

- Eigen values of a symmetric matrix are all real.

- Eigen vectors of a symmetric matrix are orthogonal, but only for distinct eigen values.

- The dominant or principal Eigen vector of a matrix is an eigen vector corresponding to
the Eigen value of largest magnitude (for real numbers, largest absolute value) of that matrix.

- For a transition matrix, the dominant Eigen value is always 1.

- The smallest Eigen value of matrix A is the same as the inverse (reciprocal) of the largest
eigen value of A-1; i.e. of the inverse of A.



1. 3:3H
1. Find the Sum and the product of the Eigen values of A= (1 5 1)
3 2.1

Solution: From the property of Eigen values ie. A4, +1; + A3 = @31 + Qpy + @33 & A, 2,45 = |A]
Therefore Sum of the Eigen values =1+5+1= 7 & Product of the Eigen values = |4]|
e, A A;A; = 1(5-1)-1(1-3) +5(1-15) = 4+2-70 =-64. Therefore 4, + A, + A3 = 7 & 1;4,4; = —64

1 o Sl
2. If A= (1 2 2) write down the sum and product of the Eigen values of A.
1. 2 3

Solution: From the property of Eigen values ie. A; +4; + 43 = a3y + @y + @33 & ;4,45 = |A]
Therefore Sum of the Eigen values =1+2+3= 6 & Product of the Eigen values = |4]
e, 112,45 = 1(6-4)-1(3-2) +1(2-2) =2-1 =1. Therefore A; + L, + A3 =6 & A, 4A; =1

2 01
3. Find the Sum and the product of the Eigen values of A= (0 2 0)
1 0 2

Solution: From the property of Eigen values ie. A; +4; + 43 = ayy + @y + @33 & 1,4,4; = |4]
Therefore Sum of the Eigen values =6 & Product of the Eigen values = |4| =6



12)

4. Prove that the Eigen values of —3A47! are the same as those of A = (2 1

Solution: The Characteristic equation of A is|A — AI| =0

ie. A= DA+ D, =0 Where D, =Trace of A & D, =|A|

Therefore D, =2 & D, =-3 implies that 2> — 241 —3 =0 . Eigen values of A are 3 and -1.

(By the property of Eigen values we know that if ;& 4, are eigen values A then % & i are eigen
values of A™! also if —kA,&—kA, are eigen values -kA)

Since Eigen values of A are 3 and -1. Eigen values of A™! are % &—1

Therefore Eigen values of —34™* are -1 and 3.

5. If the Sum of the two eigen values and trace of 3 X 3 matrix A are equal. Find the value of |4|.
Solution: Let A4, 4;, & A5 be the eigen values of A. From the property of Eigen values we know that
AMA+A+A;=a, +a,, +ag; & A A,A; =|A|. Given 4, +4, =a,, +a,, +az; that is
Ay +A; +43 =4 +4; impliesthat ;3 = 0
Therefore Product of the Eigen values = |A| => 2;2,4; =0 => |4]| =0

6. Prove that if X is an eigen vector of A corresponding to the eigen value ). Then for any nonzero
scalar multiple of A, X is an eigen vector.
Solution: By definition of eigen values AX, = A4, X, — (1) Pre multiplying by k on both sides of (1)
(kA)X, = (kA)X, => kA, isthe Eigen values of (kA)& X, isthe Eigen vector of (kA).



7 A

10.

11.

2 24
Two eigen values of a matrix A =(1 3 1) are equal to 1 each. Find the eigen values of A &A™,
1 2 2

Solution: From the property of Eigen values we know thatd; + 2, + 13 = a4y + ay; + az;.

Givend; =4, =1:22+4+A3=2+3+2=7=>13 =5 . Therefore the Eigen values of Aare 1, 1, 5.

(By the property of Eigen values we know that if ;& 4, are eigen values A then Ai & ;1- are eigen
1 2

values of A~!) Therefore the Eigen valuesof A=t are I, 1, %

2 3

Find the eigen value of A = ( 5 2

) corresponding to the eigen vector (;) :

Solution: By the definition we have AX = 2X ie. (A~ ADX = 0=> (* z . i 3 ) ((1)) - (g)

2-A=0 =>2=4; BY property Ay +A; =ay; +a; => A, +4; =6 => 1A, = 4. Therefore eigen

values of A are 2 and 6.

If A is an orthogonal matrix. Show that A~ is also orthogonal matrix.

Solution: Since A is an orthogonal matrix A~! = A" Implies that (AA"= ATA=I)Let B= A", to prove
B is orthogonal we have to check BB"™=B"B = 1.

To prove: BBT=A"*(A"1)T = AT(AT)"=A" A =I, Since (AT)"=A.

Find the constants a and b such that the matrix (: z) has 3 and -2 as its eigen values.

Solution: BY prOperly Al + Az = a4 + Qz» & 11/].2 = 'Al => /11 + '{2 =a+ b& AIAZ =ab—4
Given 4, =3&A4,=-2 => a+b =1=>b=1—a & -6=ab—4 => ab= -2 Therefore
a(l-a)=2 =>a?—a—2=0 =>a=2&a=-1.=>b=-1 &b=2. Therefore when a=-1 then b=2

and whena=2thenb=-1.

Given that A = (i ;) verify that eigen values of A% are the squares of those of A.

Solution: The Characteristic equation of A is |4 — AI| =0
ie,A>—D;A+D, =0 Where D, =Trace of A& D, = |A|. Therefore D, =7 & D, =6 implies that
A2—71+6=0. Eigenvaluesare | & 6.

(29 28 29-21 28
7 8 7 8—-1

A2 —371+36 =0. - Eigen values of A% are | and 36, that are the squares of the eigen values of A,

A= ) ~ The Characteristic equation of A% is =0

namely | and 6.



6 -2 2
12. The product of two eigen values of the matrix 4 = (—3 3 —1) is 14. Find the third eigen
2 =1 3

value.

Solution: By the property 4,4,4; = |4| . Giventhat },4, =14 =~ A3 =—===2.

13. Find the cigen values o242 if A= (5 ).

3 2
Solution: The Characteristic equation of A is |4 — AI| =0

ie,A>—DyA+ D, =0 Where D, =Trace of A& D, = |A|. Therefore D, =6 & D, =5 implies that
A2 —6A+5=0. Eigen valuesare | &5.

By the property A,° and 1,° are the eigen values of A? .

(i.e.) 1 & 25 are the eigen values of A%,

~ The eigen values of 242 are 2(1) & 2(25) =2, 50.

3 1 4
14. Find the sum of the squares of the eigen values of = <0 2 6) 3
0 0 5

Solution: By the property “The eigen values of a upper or lower triangular matrix are the main diagonal
elements”.
Eigen valuesof A=32 5.

Sum of the squares of the eigen values of A =9+4+25 =38.

3 00
15. Find the sum of the eigen values of the inverse of = (8 4 0) ;
6 2 5

Solution: By the property “The eigen values of a upper or lower triangular matrix are the main diagonal
elements”.

Eigen valuesof A=3 4 5.
By the property% is the eigen value of A™* .

~ Eigen value of A~ = %&.

u ]

f = 1 1 1 47
Sum of the eigen values of A™' ==+ =+ == —,
3 4 5 60

CAYLEY HAMILTON THEOREM:

Every square matrix satisfies its own characteristic equation.



This means that, if ¢eA™ + ;A" + A" 2 + -+ 1A + ¢, =0 is the characteristic equation of a
square matrix A of order n, cgA™ + ¢; A" + ;A" + -+ cy—1A + ¢l = 0, where 1 is the unit matrix of

order n.

1. If A'is non singular matrix then we can get A-1, using this theorem

A= ;—I[all + @A + azA? + - +a, A"
0

2. Higher positive integral powers of A can be computed

AnHl = ;—llaoA + ;A% + @, A% + .. +a,_,A"]
0



% =)

Solution: Every square matrix satisfies its own characteristic equation is the statement of Cayley

. Verify the Cayley Hamilton theorem for the matrix A = (

Hamilton  theorem.  The  Characteristic  equation of A 1S A=Al =0

ie.,A>—D;A+ D, =0 Where D, =Trace of A & D, =|A]|

Therefore D, =8 & D, = 14 implies that 22 — 81 + 14 = 0 We have to check A —84 + 141 =0
2.3 —Nr3 =1, 10 -8B -(24 -8

A= )G $)=G 26) 2a=(Gg o)

LHS= A? -84 + 141

=(_1_% ;2)—(_2_‘; ;3)+ 1: 104)=(8 g)=R.H.S=>Cayley Hamilton  theorem is

verified.

1 4
2 3)
Solution: The Characteristic equation of A is |4 —AI| =0 1e,A> — D;A+ D, =0 Where D, = Trace

of A & D, = |A|. Therefore D, =4 & D, =-5implies that 2> —41—5 = 0. By Cayley Hamilton

. Using Cayley Hamilton theorem find A~! given A=(

theorem we have A% —4A—51=0 .. (1), Premultiplying by A~ on both sides of (1) we get

e S | _ _ -1 1(-3 4
At =% [a-a) => at= (5 )

r @ 3
. Using Cayley Hamilton theorem find A~ for A=(2 1 —1)
1 =1 1

Solution: The Characteristic equation of A is |4 — AI| =0 ie, A* — D, 2+D,A—D; =0 Where D,
= Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A| ~D; =3 & D, =-1
& D; = —9 impliesthat 2* =322 —-21+9=0.

(Every square matrix satisfies its own characteristic equation is the statement of Cayley Hamilton

theorem.) By Cayley Hamilton theorem we have A*—-3A42—-A+491=0 ... (1) Premultiplying
by A™! on both sides of (1) we get A~ =l9 [—A2 + 34 +1]

FEa b el
=[Gz )

|
A"
cl'

Il
\'
el'



. Using Cayley Hamilton theorem find A™! for A= (—11 g 02)
0 =2 1

SOLUTION : The Characteristic equation of A is |A— AI| =0 ie., 2> — D, 22+D,A — D; = 0 Where
D, = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|4| ~ D, =5 & D, =9
& D; =1 implies that 2> — 5 22+ 91— 1 = 0. (Every square matrix satisfies its own characteristic
equation is the statement of Cayley Hamilton theorem.) By Cayley Hamilton theorem we have

AA—5A2+94-1=0 ... (1), Premultiplying by A™' on both sides of (1)
we get A"t = [A2—-5A+9]]

[/—1 12 —4 5 10 -10 9 0 0
=> ATt = (——4 7: 2 ) = (—5 15 0 ) + (0 9 0)
N2 =8 1 0 -10 5 0 09

(/3 2 6
=> ATt = (1 1 2)
N2 2. 5

=1 0 3
. Using Cayley Hamilton theorem find A~! for A=(8 1 —7)
=3 U B

SOLUTION : The Characteristic equation of A is |A — AI| =0 ie., 2> — D; 22+D,A — D; = 0 Where

D; = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A| ~ D, =8 & D, =8

& D; =1 implies that 1> — 8 124+ 81— 1 =0 (Every square matrix satisfies its own characteristic
equation is the statement of Cayley Hamilton theorem.) By Cayley Hamilton theorem we have
AA—-A2+8A-1=0 ... (1)

Premultiplying by A~ on both sides of (1) we get A™! = [A? — 84 +8I]
-8 0 21 -8 0 24 8 0 0

( 21 1 —39) = ( 64 8 —56) + (0 8 0)
=21 0 55 —24 0 64 0 0 8

8 0 -3
=>> A—l - (—43 1 17)
3 0 -1

=> ATl =




2: A 1
6. Verify Cayley Hamilton theorem and also find A% interms of A2 (A& Iof A= (0 1 0)
1 X -2

SOLUTION : The Characteristic equation of A is |A—AI| =0 e, 2*— D, 22+D,A—D;= 0
Where D, = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A| ~. D, =5 &
D, =7 & D; = 3 impliesthat A* =542 +71—-3=0

(Every square matrix satisfies its own characteristic equation is the statement of Cayley Hamilton
theorem.)

To verify CH.T we have check:  A*—5A424+74-31=0 ......(0)

Consider LHS of (I): A®—5A4%2+7A-3I

14 13 13 25 20 20 14 7 7 3 00
= (0 1 0)-(0 5 0>+<0 7 0)-(0 3 0)
13 13 14 20 20 25 7 A% 0 0 3

0 0 0
= (0 0 0)
0 0 0

Therefore C.H.T is verified.
By Cayley Hamilton theorem we have  A*—5A42+74-31=0 ... (n,
=> A = [5A2—7A+3I]

25 20 20 14 7 7 3 00
(0 5 0)—(0 7 0)+(0 3 0)
20 20 25 7 7 14 0 0 3
14 13 13
=( 0 1 0 )
13 13 14
Premultiplying by A' on both sides of (1) we get
=> A* = [SA®—742+34Y .. .. . )

14 13 13 5 4 4 740 T |
=5(010—7010+3010
13 13 14 4 4 5 1 1 2
41 40 40
= (0 1 0)
40 40 41
Premultiplying by A' on both sides of (2) we get

=> A5 = [54*—7A% + 347

205 200 200\ /98 91 91\ /15 12 12
0 5 o)—(o 7 o)+0 3 0
200 200 205/ \91 91 98/ \12 12 15

122 121 121
=> AS = ( 0 1 0 )
121 121 122

=R.H.S of (i)

Il

\

Y
n
I



2 =1 2
. Verify Cayley Hamilton theorem and also find A* interms of A2 (A & T of A= (—1 2 —1)
1 -1 2
SOLUTION : The Characteristic equation of A is |A—AI| =0 e, A*— Dy, A*+D,A—D;= 0
Where D; = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A4] ~ D; =6 &
D, =8 & D; = 3 impliesthat 2* - 64> +81—-3=0
(Every square matrix satisfies its own characteristic equation is the statement of Cayley Hamilton
theorem.)
To verify C.H.T we have check : A2—-6A42+8A-31=0 ......(0)
Consider LHS of (I): A*—6A4%2+84—-3I
29 -—-28 38 42 -36 54 16 -8 16 3 00
=| =22 23 -=28]- (—30 36 —36) +|=8 16, —8]—[0 3 0)
22 =22 29 30 -30 42 8 -8 16 0 0 3
0 0 0
= (0 0 0

0 0 0
Therefore C.H.T is verified.
By Cayley Hamilton theorem we have  A*—6A4%2+84—-3I1=0 ... (1),

A*=6A%—-8A+3I
=> A* = [64%—84% +34]
=6 (6A% —8A + 3I) + [—8A4% + 34]
= 28A% — 45A + 18I

7 =6 9 90 —45 90 18 0 0
l28 (—5 6 —6) s (—45 90 —45) + ( 0 18 0 )I
5 =5 7 45 —45 90 0 0 18

124 -123 162
A* =(—95 96 —123)

95 95 124

=R.H.S of (i)

=> At



2 -1 1
8. Verify the Cayley Hamilton Theorem and hence find A™! for A= (—1 Z —1)
R U -

Ans: : The Characteristic equation of A is |A — AI| =0 ie., 2* — D, A*+D,A—D; =0
Where D, = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A| ~ D; =6
& D, =9&D; =4 B—612+91—4=0.
By Cayley Hamilton theorem we have A% —642+94—41=0 ... (1)

Premultiplying by A™! on both sides of (1) we get A~} =-i4- [A%Z — 64 + 91|

; -6 -5 5 -12 6 -6 9 0 0 ; 3 A. =k
=> A o (—5 6 -S>+( 6 —12: 6 )+(0 9 O) . ( 1. 3 A )
5 -5 6 —6 6 —12 0 0 9 —1= A 3

DIAGONALISATION OF A MATRIX

The process of finding a matrix M such that M-1AM=D ,where D is a diagonal matrix, if
called diagonalisation of the Matrix A

Note Ak=MDKM-1

DIAGONALISATION BY ORTHOGONAL

TRANSFORMATION OR ORTHOGONAL REDUCTION

If A'is a real symmetric matrix, then the Eigen vectors of A will be not only linearly
independent but also pair wise orthogonal. If we normalize each eigen vector Xr i.e. divide
each element of Xr by the square root of the sum of the square\s of all the elements of Xr and
use the normalized Eigen vectors of A to form the normalized modal matrix N, then it can be
proved that N is an orthogonal matrix. By a property of orthogonal matrix, N-1= NT.

The similarity transformation M-1AM=D takes the form NTAN=D

Transforming A into D by means of the transformation NTAN=D is known as orthogonal
transformation or orthogonal reduction.



NOTE:- Diagonalisation by orthogonal transformation is possible only for a real symmetric
matrix.

6 =2 2
1. Diagonalise the matrix (—2 3 —1) by an orthogonal transformation.
2 =1 3

6 -2 2
SOLUTION: Given A= (—2 3 —1)
2 -1 3
The Characteristic equation of A i1s |4 — AI| =0
ie, A2*—D, A*4+D,A—D,= 0
Where D, = Trace of A |, D,=Sum of the minors of the major diagonal elements & D; =|A|
“Dy=12 & D, =36 & D; = 32 implies that A* —12 A2 +364—32=0.

~ The eigen values of the matrix A are2 |2 & 8.



To find eigen vector : By the definition we have AX=AX i, (A—ADX=0

66—k =2 2 Xy 0

> (2 30— )(s)=(0) - @
2 -1 3-A \x3 0
CASE (I) : When 2=8 | Substituting in (2) we get
—2x, —2x, +2x; =0
—2x; —5x, —x3=0
2xy — X3 —5x3=0
2

Solving using cross multiplication rule == = ===k => If 1, =8 then X, = (—11)
CASE(ii) : When A=2 , Substituting in (2) we get
4x, —2x, +2x; =0
—2X1+x;—x3 =0
2x; —x+x3=0

We have only one equation 2x; —x, +x3=0 with three unknowns, let x, = 2x; + x5

0
ifx;=0,x3=1thenx, =1 =>1f 1, =2 thenX2=(1)

1
a
CASE(iii) : When 2=2  Let X,;= (b) From orthogonal transformation we know that X, X,& X,
c

must be mutually perpendicular to each other. => X;. X, =0 . X,.X;" =0& X3.X," =0
2a—b+c=0

Da+b+c=0
-1
Solving using cross multiplication rule _32- = _Lz = -g =k => If 3 =2 thenX; = <—-1)
1
2 0 -1
= Modal matrix M= (—1 1 —1)
1. 4, %
2 1
% Y=g
Normalised modal matrix N = 3—; % —%
1 1 1
V6 vz V3
£ =z 2 i =
Ve V& VElrg _2 2\([VYE il /8 0 0
TAN = £ X i =t 2 Ay g
NTAN=| 0 ﬁﬁ( 3 1>~’3\E~f§ (OZO)D
s ol ool 3 2 -1 3 11 1 0 0 2
V3 V3 V6 V2 V3



3 4 A
2. Diagonalise the matrix ( 1 3 —1) by an orthogonal transformation.
1: =1 3

3 1 1
Solution: Given A= (1 3 —1)
1 -1 3
The Characteristic equation of A is |4 — AI| =0
ie, =D, A*>+D,A—D;= 0
Where D, = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A]|
~Dy=9& D, =24 & D; = 16 impliesthat > — 912 + 241 —16=0.
~ The eigen values of the matrix A are 4 .4 & |.

To find eigen vector: By the definition we have AX=1X e, (A—-ADNX=0

3—-A 1 1 Xy 0
=>( 1 3—-2 —1)(7‘2):(0)—)(2)
1 -1 3-A/\X;3 0
CASE (I) : When A=I , Substituting in (2) we get
2x1 + X3 + X3 = 0

x1+2x2—X3=0

x1—xZ+ZX3=O

-1
Solving using cross multiplication rule 13—‘ = ‘% = f—; =k =>1If 4,=1 thenX; = ( 1 )
1

CASE(ii) : When 2=4 | Substituting in (2) we get
X1 +X;+x3= 0
X1 —Xz— X3 = 0

Xy —Xz— X3z = 0

X1 —Xz— X3 = 0

We have only one equation x; — X; — x3 = 0 with three unknowns, let x; = x, + x31f x; = 0,x3 =

0
1 then xZ B _‘1 => If /12 = 4 Lhen XZ = (—1)

1
a
CASE(iii) : When 2=4  Let X;= (b) From orthogonal transformation we know that X, X,& X3
c
must be mutually perpendicular to each other. => X,.X," =0 . X,.X;" =0& X,.X," =0
—a+b+c=0
Qa—b+c=0

2
Solving using cross multiplication rule > = -'f =t=k =>1f ;=4 thenX; = (1)
1



-1 0 2
~ Modal matrix M= ( 1 -1 1)
1 i 3
-1 2
% ' =%
Normalised modal matrix N = \% —% %
1 1 1
V3 vz Ve
i = T e S W
BRI R 7 T T N SRl W O
N'AN=| 0 -% = (1 3 —1) = B F =(0 +
2 1 1 ] =F 3 1 1 1 0 0
V6 Ve Ve Vi V2 e
10 -2 -5
. Diagonalise the matrix (—2 2 3 ) by an orthogonal transformation.
=5 3 b5
10 =2 =5
Solution: Given A = (—2 2 3)
=5 3 5

The Characteristic equation of A is |A — AI| =0
i.e., A3 e D]_ llz"*'Dzl — D3 = 0

Where D; = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A|

~D,=17& D, =42 & D; = 0 implies that 2> —17 2> +421 = 0.
~ The eigen values of the matrix A are 0,3 & 14.

To find the definition

eigen vector: By we have AX=1X e,
10—-2 -2 =5\ /%1 0
—5 3 5-)M\X 0

CASE (I) : When A=0 | Substituting in (2) we get
10x; —2x, — 5x3 =0
—2x, +2x, +3x; =0
—5x; +3x, +5x3 =0

s : e g s X1 X2
Solving using cross multiplication rule i

X3
4
CASE(ii) : When =3 , Substituting in (2) we get
7x1 - 2x2 = SX3 = 0

—2x, —x,+3x3;=0

_le + 3x2+2 X3 = 0

k=>1f2,=0 lhenX1=(

(A—ADX =0

1
=5
4

)



X, o

Solving using cross multiplication rule _x—l‘l == -x_;x =k =>1If 3, =3 thenX; = (1)
1

CASE(iii) : When A=14 | Substituting in (2) we get
—4x, —2x; —5x3 =0

—2x; —12x, +3x3 =0

—5x; +3x,—-9x; =0

—3
Solving using cross multiplication rule :—;;- = :2‘—3 = -f—:;: k => 1If 3 =14 thenX; = ( 1 )

1 1 -3
~ Modal matrix M= (—5 1 1)

4 1 2
1 1 -3
vaz V3 V1
. . =5 A 1
Normalized modal matrix N = | = —= —
V42 v3 V14
4 1 2
Vaz V3 1%,
1 5 4 1 1%y
Vaz Vaz a3z 10 —2 =% vaz V3 12 0 0 0
rav=| L L1 LN i E
NAN=| = & & 2 2 3lm B Ao 3 0)=D
3 1 2 -5 3 5 4 1 2 0 0 14
vyia J1a 13 vaz 3 1a

QUADRATIC FORMS

A homogeneous polynomial of the second degree in any number of variables is called a
quadratic form.

For example, x12+2x22-3x32+5x1x2-6x1x3+4x2x3 is a quadratic form in three variables.



The symmetric matrix

ayy Qyp ... Qup

A [aij] = (12:1 022 a2:71

an.l a.nz an.n
is called the matrix of the quadratic form Q.

NOTE:

To find the symmetric matrix A of a quadratic form, the coefficient of x7 is placed in the a; position and
(-;— X coef ficient of x;x; ) is placed in each of the a;; and a;; positions.

CANONICAL FORM OF A QUADRATIC FORM: Let Q = XTAX be a quadratic form in n variables
X3, X3, s Xn:

In the linear transformation X = PY, if P is chosen such that B = PTAP is a diagonal matrix of the form

A2 00 .. 0
0 4 0 .. 0]_ then the quadratic form Q gets reduced as Q= Y"BY
g0 0 .3
A 0 0 .. 01n
=[}’1 Yz - ynJ 0 /12 0 .. 0 [yzl
0 0 0 .. A1

= /11)’12 *: Azyzz R ot /1,1)’3

This form of Q is called the sum of the squares form of Q or the canonical form of Q.

NATURE OF QUADRATIC FORMS:

Rank: When the quadratic form is reduced to the canonical form it contains only r
terms which is the rank of A.

Index: The number of positive terms in the canonical form is called the index (p) of the
quadratic form.

Signature: The difference between the number of positive and negative terms is called
signature (s) of the quadratic form [s = 2p-r].

The quadratic form Q=XTAX in n variables is said to be

(i) Positive definite: If r=nand p = n or if all the Eigen values of A are positive.



(ii) Positive semi definite: If r<nand p =r or if all the Eigen values of A>=0 and atleast
one Eigen value is zero.

(iii) Negative definite: If r=n and p = 0 or if all the Eigen values of A are negative.

(iv) Negative semi definite: If r <nand p = 0 or if all the Eigen values of A<=0 and atleast
one Eigen value is zero.

(v) Indefinite: In all other cases or if A has positive as well as negative Eigen values.

RULES FOR FINDING NATURE OF QUADRATIC FORM USING PRINCIPAL
SUBDETERMINANTS:

In this method we can determine the nature of the quadratic form without reducing it to the
canonical form. Let A be a square matrix of order n.

D, = |ay,|
Ay Ay
Dz i |a21 azz|
ay; Qi Q3
D; = |@z1 Gz Qp3
A3y Qzz Qzz
D, = |A|
Here D1,D2,D3 ... ... ... ... Dn are called the principal subdeterminants of A. From
D1,D2D3 ... ... ... ... Dn, the nature of the quadratic form can be determined.
1. A Q.Fis positive definite if D1,D2,D3 ... ... ... ... Dn are all positive i.e., Dn>0 for all n.

2. A Q.F is negative definite if D1,D3,D5 ... are all negative and D2,D4,D6 ... are all
positive i.e.,(-1)n Dn>0 for all n.

3. A Q.F is positive semi- definite if Dn>=0 and atleast one Di=0.
4. A Q.F is negative semi- definite if (-1)nDn >=0 and atleast one Di=0.

5. A Q.F is indefinite in all other cases.



1. Without reducing to canonical form find the nature of the Quadratic form x% + y? + 2% —

2xy —2yz — 2xz

1 -1 -1
Solution: Matrix of the Quadratic form is A = (—1 1 —1)

. =t 1

- 1 =1 -1
D,=1>0.0, =5 T'|=o0&bs=|-1 1 -1]=0-22=4

=1 =1 1

Since D, >0, D, = 0& D; <0 . Nature of the Quadratic form is indefinite.

2. Reduce the quadratic form x%+ y*+2z%—2xy—2yz—2xz to canonical form using
orthogonal transformation also find its nature, rank , index & signature.

Solution: Quadratic form = x% + y? + 22 — 2xy — 2yz — 2xz

Matrix form of Quadratic form = X"AX — (1) where X =(;) &A= (—11 11 —i)
z =1 =1 1
The Characteristic equation of A is |4 — AI| =0
ie, 22 =Dy A*4+D,A—D;= 0
Where D; = Trace of A | D,=Sum of the minors of the major diagonal elements & D; =|A|
~D;=3& D, =0& D; = —4 impliesthat 22 -3 +4=0.
~ The eigen values of the matrix A are-1,2 & 2.
To find Eigen vector : By the definition we have AX=41X e, (A—-ADX=0

1-14 -1 -1 Xy 0
=>(_1 11 _1)(&):(0)*(2)
-1 -1 1-1/\X3 0
CASE (I) : When A=-1, Substituting in (2) we get
2x1 —X; — X3 = 0

—X; +2x, —x3; =0

—X, — X, +2x; =0

Solving using cross multiplication rule 53‘- = -J;—‘ = -x;’- =k =>1If 4, =—1 thenX; = (i)

CASE(ii) : When 2=2 _ Substituting in (2) we get

—X1—X;—x3=0

—X;—X;—Xx3=0

—X; —Xp—Xx3=0

We have only one equation x; +x, +x3=0 with three unknowns, let x; = —(x; + x3)

=1
ifx, =0,x3=1thenx;, =—-1=>1f 4, =2 lhean=<0)
1

a

CASE (iii) : When 2=2 Let X; = (b) From orthogonal transformation we know that X;, X,& X3

~



L

must be mutually perpendicular to each other. => X,.X," =0 , X,.X," =0& X;.X," =0

a+b+c=0
—a—0b+c=0
. 1
Solving using cross multiplicationrule £= = ==k => If 2; =2 thenX; = | -2
1
1 R R |
~ Modal matrix M= (1 0 —2)
W R |
1 _ 1 1
B V2 V6
Normalized modal matrix N = % 0 __\/;
S ey 3o
V3 V2 e
ey w 2 i X
V3OV VBl 1 1\ [¥V® V2 V6 1.0 0
T | 2 S =Zta =
N"AN = 5 0 ‘5<—1 1 —1)\/5 0 Jz—(o 20)-—D
i 22 A%l =1 4 1 1 1 0 0 2
V& Ve Vs Vi VI Ve
Let X =NY be an orthogonal transformation which changes the quadratic form to canonical form.
Y1
where Y = ()’z) Substituting X =NY in (1) we get
Y3
QF =XTAX
=[(NY)TA(NY)]
=YT|NTAN]Y

=YTDY

-1 0 0 Y1
=1 Y2 Y3) (0 2 O) (iz)
0 0 2 3

QF =—y,2 4+ 2y,% + 2y;? which is the canonical form of the quadratic form
Nature of the Q.F = Indefinite

Rank of the Q.F (r) =3

Index of the Q.F (p) =2

Signature of the Q.F (s) =2p-r= 1.



3. Reduce the quadratic form 8x?+ 7y*+ 322 —12xy —8yz+4xz to canonical form using
orthogonal transformation also find its nature, rank, index & signature.

Solution: Quadratic form = 8x? + 7y? + 322 — 12xy — 8yz + 4xz

X 8 -6 2
Matrix form of Quadratic form = XTAX — (1) where X =(y> &A= (—6 7 —4)
z 2 -4 3

The Characteristic equation of A is |4 — AI| =0

ie, 232—D, 224D,A—-D;= 0

Where D; = Trace of A | D,=Sum of the minors of the major diagonal elements & D; =|A4|

~Dy=18 & D, =45 & D; = 0 implies that A* — 18 12 +451 =0.

~ The eigen values of the matrix Aare 0,3 & 15.

To find eigen vector: By the definition we have AX=4AX 1e, (A—-ADX=0

8—-4 -6 2 %1 0
=>( -6 7—-21 -4 )(xz) = (0) - (2)
2 -4 3-1/\X3 0

CASE (I) : When 2=0 , Substituting in (2) we get
8x, —6x,+2x; =0

—6x; +7x; —4x3 =0
2xy —4x;, +3x3=0

1
Solving using cross multiplication rule :—; = % = :—;: k =>1f 4, =0 thenX; = (2)
2

CASE(i1) : When A=3 | Substituting in (2) we get
le o= 6x2 +ZX3 ={)

—6x1 + 4x2 o 4X3 =)

2x1 = 4x2—OX3 =0

2
Solving using cross multiplication rule :—; = % = _x—; =k => If ;=3 thenX; = ( 1 )
=2
CASE(111) : When 2=15 , Substituting in (2) we get
—7x; —6x, +2x3 =0
—6x1 = 8x2 - 4x3 =0
le == 4x2_IZX3 =0
. . woge . X X X 2
Solving using cross multiplicationrule == =% ===k => If 13 =15 thenX; =| -2
40 —-40 20 1

Since X,. X' =0 , X, X" =0 & X3.X," =0 => X,,X,&X; are mutually perpendicular to each

other.

1 2 Z
2 =& 1



L oA e
3 Vo o
X X 2 1 -2
Normalized modal matrix N = oy —
2 -2 1
V@ V&
oy &L e A ok B
N CIENC] 8 -6 2 NN 00 0
Py 2 2 22 & L =] -
2 -2 1 2 —4 3 2. =2 L 0 0 15
Vo V9 Ve NN C )

Let X =NY be an orthogonal transformation which changes the quadratic form to canonical form.

Y1
where Y = (}’z) Substituting X =NY in (1) we get
Y3

QF =XTAX
=[(NY)"TA(NY)]
=yY”[NTAN]Y
=YTDY

0 0 0 M1
=YL Y2 Y3) (0 3 0) (3’2)
0 0 15/ \r3

QF =0y,% + 3y,% + 15y3% which is the canonical form of the quadratic form
Nature of the Q.F = Positive semi definite

Rank of the Q.F (r) =2

Index of the Q.F (p) =2



Signature of the Q.F (s) =2p-r=2.

Reduce the quadratic form 6 x?+ 3y* +32z> —4xy —2yz+4xz  to canonical form using
orthogonal transformation also find its nature, rank , index & signature.

Solution: Quadratic form= 6 x? + 3y? + 322 — 4xy — 2yz + 4xz

X 6 -2 2
Matrix form of Quadratic form = XTAX — (1) where X =(y) &A= (—2 3 —1)
z 2 -1 3

The Characteristic equation of A is |A — AI| =0

ie, A3 —D, 22+D,A—D;= 0

Where D, = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A|

~Dy=12 & D, =36 & D; =32 implies that > — 124>+ 364 —-32=0.

~ The eigen values of the matrix Aare 8.2 & 2.

To find eigen vector : By the definition we have AX=AX i, (A—-ADX=0

6—2 -2 2 X1 0

=>( -2 3-2 -1 ]{x]=(0]~->(2
2 -1 3-A \x3 0

CASE (I) : When A=8 | Substituting in (2) we get

-le = st — X3 = 0

2x1—x2—5x3=0

Solving using cross multiplication rule % = % = x?’ =k => If ;=8 thenX; = <—jl)

CASE(ii) : When A=2 | Substituting in (2) we get

4x, —2x, +2x; =0

—2%;1 +X2—x3=0

2xy — X+ x3=0

We have only one equation 2x; —x;+x3 =0 with three unknowns, let x, = 2x; + x3

0

ifx; =0,x3=1thenx, =1 => If 4, =2 thenX, = (1)
. 1

CASE(ii) : When =2  Let X; = (b) From orthogonal transformation we know that X, X,& X,
c

must be mutually perpendicular to each other. => X,. X, =0 . X,.X;" =0 & X3.X," =0
2a—b+c=0



Qa+b+c=0

=1
Solving using cross multiplication rule _£2= _Lz =§= k =>1f 3 =2 thenX3 = (—1)
1
2 0 -1
~ Modal matrix M= (—1 1 —1)
1. % 1
2 1
" 0 G
Normalised modal matrix N = :-/—é % —-5_;
I
Ve vz 3
2 =t 2 S
Vo V6 6)lye 2 2\[VE 3l 8 0 0
NTAN=| 0 = = (-2 3 —1) = = —= =(o 2 0)=D
3 ﬁi ﬁ 2 =1 3 ‘/15 ‘/12 1ﬁ 0 0 2
V@ VA V3 V6 vz V3
Let X =NY be an orthogonal transformation which changes the quadratic form to canonical form.
Y1
where Y = (}’z) Substituting X =NY in (1) we get
Y3
QF =X"AXx
=[(NY)TA(NY)]
=YT[NTAN]Y

=YT'DYy

8 0 0 Y1
=1 Y2 Y3) (0 2 0) (}’2)
0 0 2 V3

Q.F =8y,% + 2y, + 2y;3% which is the canonical form of the quadratic form

Nature of the Q.F = Positive definite
Rank of the Q.F (r) =3
Index of the Q.F (p) =3
Signature of the Q.F (s) =2p-r=3.
5. Reduce the quadratic form 2x%+2y?+2z*+4xy  to canonical form using orthogonal
transformation also find its nature, rank , index & signature.

Solution: Quadratic form =  2x? + 2y? + 2% + 4xy
X Z 2 0
Matrix form of Quadratic form = X7AX — (1) where X =(y) &A= (2 2 0)

The Characteristic equation of A is |4 — AI| =0



ie, 2 =D, 22+D,A—D;= 0

Where D, = Trace of A |, D,=Sum of the minors of the major diagonal elements & D; =|A|

“Dy=5 & D, =4 & D, =0 impliesthat > - 52> +41=0.

~ The eigen values of the matrix A are 0,1 & 4.

To find eigen vector: By the definition we have AX=A4AX 1, (A—-ADX=0

2—-1 2 0 X1 0
>("2" 21 0 )(x)=(0) - @
0 0 1-4/ \x3 0
CASE (I) : When A=0 , Substituting in (2) we get
2x1 + 2x2 + OX3 - 0

2x, +2x, +0x3; =0
0x1+0x2 +X3 =1

1
Solving using cross multiplication rule xz—‘ = f—; = %3 =k =>1If 4, =0 thenX, = (—1)
0
CASE(i1) : When A=1 | Substituting in (2) we get
X, +2x, +0x3; =0
2x; + %, +0x3; =0
0x1 + 0x2—0x3 =0
- occg e o X X x 0
Solving using cross multiplication rule == Fz = -j =k =>1f A, =1thenX,=| 0
—1
CASE(111) : When =4 | Substituting in (2) we get
—2x, +2x, +0x; =0
le - sz + OX3 =0
Oxl + 0x2—3x'3 =0
x X X 1
Solving using cross multiplication rule = = ?2 = f- =k =>If 3 =4 thenX; = (1)
0

Since X,.X," =0 ,X,.X;" =0& X3.X;" =0 => X,,X,&X; are mutually perpendicular to each

other.

1 0 1
~ Modal matrix M= (—1 0 1)

0 -1 0
1 1
%7
Normalised modal matrix N = | _1_ 0 X
-z vz
0 -1 0



1 1 1 1

& 5 W\ 2nfg 9 B\ o0 0
NTAN=|l0 0 -1]{2 2 o 1 1 ]=(o0 1 0|=D
X 2

— P =
L o/\o o 1/\2 2/ \o 0 4

VZ V2 0 =1 @
Let X =NY be an orthogonal transformation which changes the quadratic form to canonical form.

Y1
where Y = (}'z) Substituting X =NY in (1) we get
Y3

QF =XTAX
=[(NY)TA(NY)]
=YT[NTAN]Y
=YTDY

0 0 0 V1
=1 Yz Y3) (0 1 O) ()’2)
0 0 4/ \y3

Q.F =0vy,% 4+ y,% + 4y,% which is the canonical form of the quadratic form
Nature of the Q.F = Positive semi definite

Rank of the Q.F (r) =2

Index of the Q.F (p) =2

Signature of the Q.F (s) =2p-r=2.

Reduce the quadratic form 3x%+ 5y% +3z% —2xy —2yz+2xz  to canonical form using
orthogonal transformation also find its nature, rank , index & signature.

Solution: Quadratic form=  3x? + 5y? + 32% — 2xy — 2yz + 2xz

Matrix form of Quadratic form = XTAX — (1) where X =(;) &A= (—31 51 —11>
z 1 =1 3
The Characteristic equation of Ais |A — AI| =0
ie, =Dy *+D,A—D;= 0
Where Dy = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A|
~Dy=11 & D, =36 & D; = 36 implies that 2> —1122+361—-36=0.
~ The eigen values of the matrix A are 2, 3 &6.
To find eigen vector : By the definition we have AX=41X 1., (A—-ADX=0

=R, =1 1 X1 0
>( 5o 1)(2)=(0) - @
1 -1 3-A/\%s 0

CASE (I) : When 2=2 | Substituting in (2) we get



Xy —X2+x3=0
_x1+3x2_XI3=0

Solving using cross multiplication rule f—; = %’ = % =k =>If 4, =2 thenX, = ( (1) )
=
CASE(i1) : When A=3 | Substituting in (2) we get
0x; —x,+x3=0
—X1+2x;—x3=0
X, —x,+0x; =0
1
Solving using cross multiplication rule f—; = f—’l = f—’l =k =>1If 3,=3 thenX, = (1)
1

CASE(i11) : When =6 , Substituting in (2) we get
_3x1_xZ+X3 =0
—X1— Xz — Xz = 0

1

1
2=Z =2k =>1f1;=15 thenX3=(—12)

Since X;.X," =0 ,X,.X;" =0 & X3.X," =0 => X,,X,&X; are mutually perpendicular to each

Solving using cross multiplication rule

other.

T I X
~ Modal matrix M= ( 0 1 —2)
=1 4. 1



TR TR
V2 V3 V6
Normalised modal matrix N =| 0 = =
L. P
vZ V3 V6
O P P i
v2 2 /3 1 AN\[ 2 & Yl m g o
Vel 2 2 W e o EE -
NAN‘ﬁﬁﬁ(ls I)Oﬁv,g(030)D
1 -2 1 1 =1 3 A 2 3 0 0 6
V6 V6 V6 VZ V3 Ve
Let X =NY be an orthogonal transformation which changes the quadratic form to canonical form.
Y1
whereY=()’z) Substituting X =NY in (1) we get
Y3
QF =XTAX
=[(NY)TA(NY))]
=YT[NTAN]Y
=YT'Dpy

2 0 0 V1
=1 Y2 Y3) (0 3 0) (ﬁz)
0 0 6 3

QF =2y,% + 3y,% + 6y3% which is the canonical form of the quadratic form
Nature of the Q.F = Positive definite

Rank of the Q.F (r) =3

Index of the Q.F (p) =3

Signature of the Q.F (s) =2p-r=3.



Reduce the quadratic form 3x,° + 2x,% + 3x3% — 2x,X; — 2x,X3 to canonical form using
orthogonal transformation also find its nature, rank , index & signature.

Solution: Quadratic form = 3x,% + 2x,% + 3x;2 — 2x, X, — 2X,%;

X, 3 -1 0
Matrix form of Quadratic form = X7AX — (1) where X =(xz) &A= (—1 2 —1)
X3 0 -1 3

The Characteristic equation of A is |A — AI| =0

ie, =Dy 2+D,A—D;= 0

Where D, = Trace of A, D,=Sum of the minors of the major diagonal elements & D; =|A]|

~D,=8 & D, =19& D; =12 impliesthat A3 —-842+191—-12=0.

~ The eigen values of the matrix Aare 1, 3 & 4.

To find eigen vector: By the definition we have AX=41X 1, (A—ADX=0

3—-12 -1 0 X1 0
=>( -1 2-2 -1 ||x|=(0]-= (2
0 -1 3-1/\x3 0
CASE (I) : When =1, Substituting in (2) we get
2x; —x,+0x; =0
—X1+X;—x3=0
0x; —x;+2x3=0
X X

1
Solving using cross multiplication rule x—l‘ = 7’ = TB =k =>1If 4 =1 thenX, = (2)
1

CASE(i1) : When A=3 _ Substituting in (2) we get

Ox; —x, +0x3 =0



—xl-xZ-x?':O

0x1 == x2+OX3 = 0

1
>1f 2, =3 lhean=(0)
-1

Solving using cross multiplication rule le e
CASE(111) : When A=4 _ Substituting in (2) we get
—X;—X;+0x3=0
—x1—2x2—x3 =0
Oxl — Xp—X3 = 0
1
Solving using cross multiplication rule le =2 = ng =k => If 3 =4 thenX; = (—1)
1
Since X;.X;' =0 ,X,.X3' =0& X3.X;' =0 => X,,X,&X; are mutually perpendicular to e

other.
T i 3 b
~ Modal matrix M= (2 0 —1)
T =1 4
1 1 1
V& V2 3
Normalised modal matrix N = % 0 —%
1 1 1
V6o vz 3
1 2 1 1 1 1
Ve V& V6 \,3 —1 1\[V® V@2 VB 100
NAN=|% 0 -= (—1 5 —1) = 0 —-= =<0 3 O)=D
1 1 1 1 -1 3 1 1 1 0 0 4
V3 V3 V3 V6 vz V3

Let X =NY be an orthogonal transformation which changes the quadratic form to canonical form.



Y1
where Y = (yz) Substituting X =NY in (1) we get
Y3

QF =XTAX
=[(NY)TA(NY)]
=yYT[NTAN]Y

=Y'DY

1 0 0 N
=1 Y2 Y3) (0 3 0) (zz)
0 0 4 3

QF =vy,%+ 3y,% + 4y;% which is the canonical form of the quadratic form
Nature of the Q.F = Positive definite

Rank of the Q.F (r) =3
Index of the Q.F (p) =3
Signature of the Q.F (s) =2p-r=3.



Reduce the quadratic form 2x,° + 6x,2 + 2x32 + 8x,x;3 to canonical form using orthogonal

transformation also find its nature, rank , index & signature.

Solution: Quadratic form = 2x,% 4 6x,% 4 2x32 + 8x,x3

Xy 2 0 4
Matrix form of Quadratic form = XTAX — (1) where X =(x2) &A= (0 6 0)
X3 4 0 2

The Characteristic equation of A is |4 — AI| =0

ie, =D, 22+D,A—D;= 0

Where Dy = Trace of A, D,=Sum of the minors of the major diagonal elements & D3 =|A]|

~D;=10 & D, =12& D; =72 impliesthat 3 —1042+ 124 -72=0.

~ The eigen values of the matrix A are -2, 6 & 6.

To find eigen vector: By the definition we have AX=4AX 1ie, (A—ADX=0

2—-121 0 4 X1 0
=>| 0 6—1 0 X|=10) - (2)
-+ 0 2— A/ \X3 0
CASE (I) : When A=-2 , Substituting in (2) we get
4x1 + OxZ + 4X3 =0

0x1 +8xZ =+ Ox;; =0
4x, +0x, +4x3 =0

1
Solving using cross multiplication rule -_% = 563- = % =k => If 4y =2 thenX; = ( 0 )

CASE(ii) : When 2=6 , Substituting in (2) we get

—4x, +0x, +4x; =0

Ox, +0x, +0x; =0

4x, + 0x,—4 x3=0

We have only one equation Xx;+0x,—x3=0 with three unknowns, let x; = x5

1
ifx; =1,thenx; =1 & x, = arbitraryie.,x, =0=> If 1, =6 thenX, = (0)
1



a
CASE(iii) : When A=6 , Let X; = (b) From orthogonal transformation we know that X, X, & X,
c

must be mutually perpendicular to each other. => X;.X," =0 . X,.X;" =0 & X3.X," =0
a+0b—c=0

a+0b+c=0
a ] c 0
Solving using cross multiplication rule S k =>1If 3 =2 thenX; =1
0
$ 4
~ Modal matrix M= ( 0 0 1)
=1 1 0
1 1
w %0
Normalised modal matrix N=( 0 0 1
1 1
AR
19 _L L 1o
VZ ﬁ 2 0 4 N2 V2 -2 0 0
NTAN=LOL 0 6 0] 0 0 1)={0 6 0)=D
V2 vZ J\4 90 2/\_L 1L 0 0 6
01 0 vz V2
Let X =NY be an orthogonal transformation which changes the quadratic form to canonical form.
Y1
where Y = (}’z) Substituting X =NY in (1) we get
Y3
QF =XxTAXx
=[(NY)TA(NY)]
=YT[NTAN]Y
=YDy

-2 0 0 Y1
=1 Y2 Y3) (0 6 0) (iz)
0 0 6 3

Q.F =-2y,% + 6y,° + 6y3% which is the canonical form of the quadratic form
Nature of the Q.F = In definite

Rank of the QF () =3

Index of the Q.F (p) =2

Signature of the Q.F (s) =2p-r=1.



9.

Reduce the quadratic form 2Zx;x; + 2x;x3 + 2xx3 to canonical form using orthogonal

transformation also find its nature, rank , index & signature.

Solution: Quadratic form = 2x;x, + 2x,X3 + 2X,X3

X1 0 d: 2
Matrix form of Quadratic form = XTAX — (1) where X =(x2) &A= (1 0 1)
X3 1 10

The Characteristic equation of A is |4 — AI| =0

ie, *—D, 2*+D,A—D;= 0

Where D, = Trace of A , D,=Sum of the minors of the major diagonal elements & D; =|A|

2D;=0 & D, =3&D; =2 impliesthat A*—-31—-2=0.

“ The eigen values of the matrix A are 2, -1 & -1.

To find eigen vector: By the definition we have AX=AX 1, (A—-ADX=0

-2 1 1)\ /% 0
=> ( 1 -2 1 )(xz) - (O) = (2)
1 1 -i/\% 0

CASE (I) : When =2 | Substituting in (2) we get
X1 — sz + X3 = 0

x1+x2—2x3=0

1
Solving using cross multiplication rule x?‘ = “;—2 =Z=k =>If 4, =2 thenX, = (1)
1

CASE(ii) : When 2=-1, Substituting in (2) we get
X, +x;+x3=0
Xy +x+x3=0
Xy +x+x3=0

We have only one equation Xx; +Xx; +x3=0 with three unknowns, let x; = —(x3 +x3)



-1
ifx, =0,x3 =1thenx; =—1 => If 4; =—1 thenX, = ( 0 )

1
a
CASE(iii) : When A=-1 Let X3 = (b) From orthogonal transformation we know that X,, X,& X3
c

must be mutually perpendicular to each other. => X,.X," =0 . X,.X," =0& X,.X," =0

a+b+c=0
—a+0b+c=0
, 1
Solving using cross multiplication rule %: = =$=k => If 33 =—1 thenX3 = (—2)
1
r -1 1
~ Modal matrix M= (1 0 —2)
$r ¥ 1
LI
V3 VZ 6
x : 1 -2
Normalised modal matrix N = = 0 7
X e
V3 V2 Ve
1 4 4 A T
BB a1 1\ (B Z B 2 0 0
Tian=t 2= = ) i o <
N"AN = _ﬁoﬁ(1o1)ﬁ 0 ﬁ-(o —1 0)—D
L B2t T MYa, 3 N 0 SR
V6 V& Ve V3 V2 Ve
Let X =NY be an orthogonal transformation which changes the quadratic form to canonical form.
Y1
whereY:(}'z) Substituting X =NY in (1) we get
Y3
QF =XTAX
=[(NY)TA(NY)]
=YT[NTAN]Y

=YDy

2 0 0 V1
=1 Y2 Y3) (0 -1 0) ()’z)
0 0 -1 Y3

QF =2y,%2 — y,2 — y; which is the canonical form of the quadratic form
Nature of the Q.F = In definite

Rank ofthe QF () =3

Index of the Q.F (p) =1

Signature of the Q.F (s) =2p-r=- 1.



